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ABSTRACT

Tropical instability waves (TIWs) are 1000-km-long waves that appear along the sea surface temperature
(SST) front of the equatorial cold tongue in the eastern Pacific. The study investigates the atmospheric planetary
boundary layer (PBL) response to TIW-induced SST variations using a high-resolution regional climate model.
An investigation is made of the importance of pressure gradients induced by changes in air temperature and
moisture, and vertical mixing, which is parameterized in the model by a 1.5-level turbulence closure scheme.
Significant turbulent flux anomalies of sensible and latent heat are caused by changes in the air–sea temperature
and moisture differences induced by the TIWs. Horizontal advection leads to the occurrence of the air temperature
and moisture extrema downwind of the SST extrema. High and low hydrostatic surface pressures are then located
downwind of the cold and warm SST patches, respectively. The maximum and minimum wind speeds occur in
phase with SST, and a thermally direct circulation is created. The momentum budget indicates that pressure
gradient, vertical mixing, and horizontal advection dominate. In the PBL the vertical mixing acts as a frictional
drag on the pressure-gradient-driven winds. Over warm SST the mixed layer deepens relative to over cold SST.
The model simulations of the phase and amplitude of wind velocity, wind convergence, and column-integrated
water vapor perturbations due to TIWs are similar to those observed from satellite and in situ data.

1. Introduction

The atmospheric PBL response to SST in the tropical
Pacific was studied by Lindzen and Nigam (1987, here-
after LN). They proposed that the SST variation induces
direct changes in the air temperature above and thus a
pressure change in the atmosphere, through hydrostatic
balance, so that near-equatorial winds converged onto
warm SST patches and diverged from cold SST patches.
This theory is based on an assumption that the tropical
air masses are well mixed up to the inversion layer, due
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to buoyant fluxes from the sea surface, and consequently
the air temperature and hydrostatic pressure are directly
related to the underlying SST. They quantified their the-
ory with a vertically integrated linear mixed layer mod-
el. Reasonable results were obtained when the PBL
height was allowed to vary in response to the cumulus
mass flux associated with low-level convergence.

Wallace et al. (1989) and Hayes et al. (1989, hereafter
HMW) went on to further study the effect of SST gra-
dients on surface winds in the eastern tropical Pacific.
Wallace et al. found that on seasonal and interannual
timescales the meridional component of the trade winds
was correlated with the SST in the cold tongue, and
proposed that this was because the high winds aloft were
decoupled from surface winds in the presence of more
stable stratification over cold SST. Over warmer SST
the boundary layer was less stable, inducing vertical
mixing and reduction of shear, leading to a more uniform
velocity profile with higher winds at the surface than
over cold SST. Under this explanation the winds are 908
out of phase with those from the LN mechanism.
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One important feature of the SST field in the eastern
equatorial Pacific is the presence of a cold tongue cen-
tered at around 18S, which is typically present from May
up to February. Monthly period waves occur along the
boundary of the cold tongue, commonly known as trop-
ical instability waves (TIWs; see Fig. 1, e.g.). They have
typical wavelengths of 1000–1300 km, and periods of
around 20–30 days (Legeckis 1977).

HMW found correlations between wind speed dif-
ference and SST difference between two locations span-
ning the SST front when the data were filtered to show
the monthly period TIWs. Based on a phase analysis,
they suggested that vertical stability was again the main
factor in determining wind speed, such that trade winds
were enhanced over warm SST and reduced over cold
SST. An important premise for this explanation is that
the SST changes are sufficiently small scale so that the
air temperature does not adjust to equilibrium with the
SST, and the surface layer is unstable over the warm
SST and stable over cold SST.

The LN and HMW explanations differ in the relative
importance they put on vertical mixing and pressure
gradient. Until the late 1990s only limited in situ and
satellite data were available to confirm or deny these
theories. Xie et al. (1998) found some evidence to sup-
port HMW in the first satellite study of coupled TIWs
but the study was limited by the weekly resolution of
the European Remote Sensing Satellite (ERS) scatter-
ometer winds, and the cloud cover problems associated
with the Advanced Very High Resolution Radiometer
SST.

More recently advantage has been taken of the new
generation of satellites measuring the tropical oceans.
On board the Tropical Rainfall Measuring Mission
(TRMM) satellite, the TRMM Microwave Imager (TMI)
instrument was the first to gain regular cloud-free im-
ages of SST covering most of the tropical and subtrop-
ical regions every day. The SeaWinds scatterometer on
the National Aeronautics and Space Administration’s
Quick Scatterometer (QuikSCAT) satellite provided
nearly global wind fields, also on a daily basis. Using
these high-resolution data, Liu et al. (2000), Hashizume
et al. (2001), and Chelton et al. (2001) studied the TIW
phenomenon and noted a close correspondence between
SST measured by TMI and wind speed from a scatter-
ometer. In the cold tongue season, low wind speeds were
measured over the cold water and higher speeds over
the warmer surrounding waters. When the data were
filtered to show anomalies due to TIWs, it was clear
that the southeasterly trade winds were enhanced over
the warm SST anomalies, and reduced over the colder
anomalies as found by HMW and Xie et al. (1998).

Hashizume et al. (2001) and Liu et al. (2000) also
investigated how the SST affected cloud liquid water
and water vapor. Again using the TMI, their compre-
hensive data showed that nonprecipitating clouds gath-
ered over the warm TIW anomalies or over the adjacent
convergent zones of the surface winds. These vertically

integrated data indicate that the effect of SST is felt
throughout the atmospheric boundary layer.

So far there have been few numerical studies of PBL
response to SST gradients in the equatorial cold tongue
region. Xie et al. (1998) used a global general circulation
model to investigate the physical processes that occur
in this atmospheric response to SST driving, and found
that both vertical mixing and pressure gradient terms
were equally important. However the horizontal and
vertical resolution of this model was rather coarse (2.88
horizontally and four levels in the PBL), and the input
SST field was idealized and fixed in time.

The purpose of this paper is to use new simulations
with improved physical representations to examine why
the observations show that wind speeds over TIWs are
in phase with SST, and whether this really corroborates
the HMW vertical mixing mechanism. To do this a new
regional climate model with realistic SST input is used.
The model has high resolution (0.58 horizontally and 29
vertical levels) and improved physics in the PBL (see
below).

The paper is organized as follows. The model is de-
scribed in brief in section 2, together with details of the
initial and boundary conditions, and a short description
of the analysis methods. Section 3 presents the model
simulations of PBL response to the TIWs. Section 4
goes on to describe the contributions by pressure gra-
dient force, advection, and vertical mixing to the mo-
mentum budgets. Comparisons with observations are
made wherever possible in sections 3 and 4. Section 5
presents discussion and conclusions.

2. The model and analysis methods

a. Model description and boundary conditions

The atmospheric model used is the regional climate
model, IPRC–RegCM, recently developed at the Inter-
national Pacific Research Center, University of Hawaii.
A detailed description of the IPRC–RegCM and its per-
formance in simulating regional climate over east Asia
can be found in Wang et al. (2003). The model uses
hydrostatic primitive equations in spherical coordinate
with sigma (pressure normalized by surface pressure)
as the vertical coordinate. The model equations are
solved with a fourth-order conservative finite-difference
scheme on an unstaggered longitude–latitude grid sys-
tem and a leapfrog scheme with intermittent use of a
Euler backward scheme for time integration. The model
has 29 vertical levels with substantial high resolution
in the planetary boundary layer (10 levels below 800
hPa). In this study the model domain extended from
258N to 258S, 908 to 1508W, with a grid spacing of 0.58.

The model physics include the detailed cloud micro-
physics scheme of Wang (2001) for grid-scale moist
processes; a mass flux scheme for subgrid shallow con-
vection, midlevel convection, and deep convection de-
veloped by Tiedtke (1989) and modified by Gregory et
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FIG. 1. SST (shading, 8C) and 10-m neutral equivalent wind vectors (m s21, see scale arrow)
over the model domain for a 3-day mean centered on 7 Sep 1999. (a) Observed SST from TMI
and wind vectors from QuikSCAT, (b) processed SST data for simulation, with errors replaced
with interpolation between good data, and modeled winds over the ocean. Data gaps are shown
in white.
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al. (2000); an E–« turbulence closure scheme for vertical
mixing (Langland and Liou 1996); the radiation package
developed by Edwards and Slingo (1996) and further
improved later by Sun and Rikus (1999); the Biosphere–
Atmosphere Transfer Scheme (BATS) developed by
Dickinson et al. (1993) for land surface processes; and
a modified Monin–Obukhov similarity scheme for flux
calculations at the ocean surface (Wang 2002; Fairall et
al. 1996). The bulk flux formulas are summarized in
appendix A for reference.

The modified mass flux scheme uses a convective
available potential energy (CAPE) closure and considers
the organized entrainment/detrainment based on a sim-
ple cloud plume model (Gregory et al. 2000). The de-
trained cloud water/ice at the top of cumulus towers are
added to the corresponding grid-scale cloud water/ice
to improve the model cloudiness calculation (Wang et
al. 2003). The radiation package includes seven (four)
bands for longwave (shortwave) radiation calculation.
We considered a full coupling between the cloud mi-
crophysics and the cloud optical depth. The cloud prop-
erties are calculated based on Sun and Shine (1994) for
longwave radiation, and Slingo and Schrecker (1982)
and Chou et al. (1998) for shortwave radiation. Cloud
amount is diagnosed using the semiempirical cloudiness
parameterization scheme developed by Xu and Randall
(1996), by which cloud amount is determined by both
relative humidity and liquid/ice water content.

b. Boundary and initial conditions

The model atmosphere responds to a prescribed time-
dependent SST, which in this case was a daily SST
product derived from a 3-day running mean of TMI data.
The SST values through the day used in the model were
then obtained from linear interpolation in time. The TMI
instrument has an ability to see through clouds and is
limited only in regions of strong precipitation and near
coasts (Wentz et al. 2000). The TMI version 2 data are
provided on a 0.258 grid, which is sufficient to resolve
the 1000-km-long TIWs. For the simulations, the TMI
data were processed by spatially interpolating over error
data (caused by precipitation) and missing data (e.g.,
near coastline areas) using the Interactive Data Lan-
guage (IDL) triangulate and trigrid routines (IDL 1995).
Figure 1b shows a result of such interpolation, where
the original errors are mainly located in the heavy pre-
cipitation region of the intertropical convergence zone
(ITCZ).

National Centers for Environmental Prediction–Na-
tional Center for Atmospheric Research (NCEP–NCAR)
reanalysis (Kalnay et al. 1996) version 3 products (re-
leased in May 2002) are used to initialize the model and
to provide lateral boundary conditions (see Wang et al.
(2003) for details). [A comparison with the model re-
sults using European Centre for Medium-Range Weather
Forecasts (ECMWF) 12-hourly data as inputs did not
show significant differences in the region of interest:

the equatorial cold tongue.] The model was run for 2
months to simulate the period of 1 September 1999 to
31 October 1999. Note that the simulation period co-
incided with La Niña, which exhibited a prominent cold
tongue and associated TIWs [see, e.g., Contreras (2002)
for a discussion of the observed relationship of TIWs
to the background ocean state].

c. Analysis techniques

TIWs tend to propagate directly westward, and have
wavelengths around 98–138 of longitude. Following
Hashizume et al. (2001), the observed and modeled data
have been filtered to isolate TIW effects by removing
a 128 running mean at each latitude. For many of the
figures a linear regression analysis was performed on
the filtered data. This allows identification of the rela-
tionship between a field variable and a TIW ‘‘index’’
such as the SST at a fixed point. Details of the regression
method are described in Hashizume et al. (2001).

3. Planetary boundary layer structure:
Simulations and observations

In this paper the model simulations will be compared
with data from the QuikSCAT and TRMM satellites.
The QuikSCAT scatterometer measures stress on the sea
surface. The stress is not just related to background wind
speed at some height above the surface but also to the
static stability. However the stress is related uniquely
to neutral equivalent wind at 10 m, U10 (namely the
wind speed that would have occurred at 10 m if the
surface stability was neutral, rather than its actual
value), as shown in (A2). For this reason the neutral
equivalent wind speed at 10 m, U10, will be used to
compare the model and observed values of wind ve-
locity near the surface. The QuikSCAT twice-daily data
were averaged over a day to give more complete maps.

a. Horizontal structure

The large-scale characteristics of the surface wind
field and their relationship with the underlying SST field
during the TIW season are illustrated on a typical day
(7 days into the simulation) in Fig. 1. In both the ob-
servations (Fig. 1a) and model (Fig. 1b), similar gross
patterns are evident in the neutral equivalent wind vec-
tors: southeasterly and easterly trades over the southern
half of the domain; a reduction in the speed of the south-
easterlies as they cross the cold tongue; an increase in
speed and a more southerly component between 08 and
108N; convergence into the ITCZ at around 108N over
warm water; westerly winds close to the North Amer-
ican coast at the same latitude over the warmest SST;
and northerly and northeasterly winds to the north on
the edge of the subtropical high over relatively cooler
SST.

The effect of the transient TIWs on the wind speed
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FIG. 2. Regression coefficients of TIW anomalies for a center point at 28N, 1208W SST (shading) and 10-m neutral
equivalent winds (vectors, m s21 K21). (a) Observations from TMI and QuiKSCAT. (b) Model simulation.

is seen more clearly by performing the filtering and
regression described in section 2c. The reference point
chosen was 28N, 1208W, in the latitudinal band of TIW
variability and where the SST time series showed a clear
signal (see appendix B, Fig. B1a).

Figure 2a shows the characteristic patterns of re-
gressed SST and U10 vectors identified by Liu et al.
(2000) and Hashizume et al. (2001). The typical TIW
wavelength (98–138 longitude) is clear in the SST re-
gression as well as the eastward tilt with increasing

latitude. The SST anomalies are antisymmetric about
the equator, but the southern anomalies are much weak-
er. The near-surface wind anomalies act to strengthen
the southeasterly trades over warm SST and weaken the
trades over cold SST with a magnitude of up to 60.6
m s21 K21 (see Fig. 3a for a close-up). Convergence
lines are apparent west of the warm SST anomalies, and
divergence west of the cold anomalies. Two interesting
features confirm what was found in Hashizume et al.
(2001): although the SST anomalies disappear north of
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FIG. 3. Close-up of distribution of regression coefficients between 08 and 58N, 1308 and 1108W.
(a) Observed SST (contours) and 10-m neutral equivalent wind vectors (m s21 K21), from TMI
and QuikSCAT. (b) Observed column-integrated water vapor (contours, mm K21) and 10-m neutral
equivalent wind vectors (m s21 K21), from TMI and QuikSCAT. (c) Model column-integrated
water vapor (contours, mm K21) and 10-m neutral equivalent wind vectors (m s21 K21).

68N there are still wind anomalies even at the northern
edge of the plot at 108N, suggesting a link of TIWs with
the ITCZ, and wind anomalies in the Southern Hemi-
sphere can be quite large even though the SST anomalies
are small.

For comparison Fig. 2b shows the model-simulated
U10 regression vectors over the SST. Many of the fea-
tures of the model vector field are similar to the obser-
vations, including the stronger trade winds over the
warm SST, weaker trades over the cold SST, and the
location of the convergence lines and the divergence.
The model also shows wind perturbations at the northern
edge of the plot. However the wind response appears
to be weaker in the Southern Hemisphere in the model
than in the observations. Over the main TIW distur-

bances in the center of the plot the wind velocities are
similar in observation and model as shown in more
detail in Fig. 3.

As the mean wind direction in this region is south-
easterly (see Fig. 1), Fig. 2 also indicates that the mag-
nitude of U10 and hence of the wind stress [see (A2)]
is increased over warm water and decreased over cold
SST. The increase in stress over warm water may be
due to changes in static stability and also due to vari-
ations in wind speed above the constant flux layer. The
relative importance of these two factors has been in-
vestigated in a simple surface-layer experiment in ap-
pendix B, which indicates that static stability has a sec-
ondary effect on surface stress variations compared to
that due to the higher-level wind fluctuations. The cause
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FIG. 4. Close-up of distribution of regression coefficients between 08 and 58N, 1308 and 1108
W, model results. (a) Air temperature (at lowest model level, line contours), and SST (thick line
contours at 1 and 20.5). (b) Surface pressure (line contours, Pa K21), SST (thick line contour
at 1 and 20.5 K), and surface wind vectors (m s21 K21).

of these fluctuations in higher-level wind is discussed
below.

As the largest regression values in Fig. 2 are con-
centrated in the region north of the equator (08–58N)
and for 1308–1108W, this area will be used to discuss
the relationship between the model variables. For ref-
erence, Fig. 3a shows the observed SST and U10 re-
gression in the region.

The column-integrated water vapor (CIWV) gives an
indication of the effect of TIWs on the whole of the
PBL. Figures 3b,c show observation and model inter-
comparisons of CIWV and U10 vectors. The extrema of
CIWV are located slightly northward and westward
(downstream) of the SST extrema. This displacement is
about 18 westward in both the observation (Fig. 3b) and
model (Fig. 3c), and 18(28) northward in the observation
(model), respectively. The magnitude of the CIWV ex-
trema are similar in the observations (20.5 mm K21:
10.6 mm K21) and the model (20.5 mm K21: 10.5
mm K21). In both the observation and model the CIWV
maxima and minima correspond closely with regions of
wind convergence and divergence, respectively.

The model also allows inspection of other variables
that are not observed by satellite. The near-surface air
temperature regressions (Fig. 4a) exhibit extrema,
which, like the CIWV, are located slightly downstream
of the SST extrema (the 1 and 20.5 contours of SST
are overlaid on Figs. 4a,b as thick contours for com-
parison) and reach values of 20.5 and 10.5, with a
discernibly larger meridional scale than SST (i.e., the

air temperature perturbation decreases to the north to
half its maximum perturbation from 28 to 48N in Fig.
4a, while the SST decreases by half from 28 to 38N in
Fig. 3a).

Figure 4b shows that the anomalous wind field is
similar to that expected from pressure gradient driven
flow, as one might expect given the small Coriolis pa-
rameter at these latitudes. In fact, the more detailed
analysis of the momentum budget in section 4b indicates
that not just pressure gradient, but vertical mixing and
horizontal advection are all important to the wind field.
The magnitude of the pressure anomaly reaches 210
Pa K21 (0.1 mb K21) and 18 Pa K21 (0.08 mb K21).
It is interesting to note that the high and low pressures
do not sit over low and high SST, respectively, but in
the SST gradient regions in between. The reason for
this is that the air density is inversely related to virtual
temperature Ty (Ty 5 Ta 1 0.61q, where q is the specific
humidity) via the ideal gas law, so that the hydrostatic
surface pressure minimum is located between the Ta and
q maxima. As Ta and CIWV maxima are located down-
stream of the SST maxima (Figs. 4a, 3c), and the CIWV
represents the typical location of centers of q in the
vertical, the pressure minimum is also located down-
stream. (Also, the T anomaly slopes more downstream
with increasing height in the model, so that the vertical
integral used for hydrostatic balance is again shifted
toward downstream). Hence the winds that diverge from
pressure maxima and converge into pressure minima
have the highest magnitude over the SST maximum.
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FIG. 5. (left) Regression coefficients (per unit K) in a longitude–vertical plane at 28N. The vertical coordinate is s, and ranges from the
surface to about 2 km height. (right) Accompanying total profiles over warm SST (solid line with unfilled symbols) and over cold SST
(dashed line with filled symbols). (a) Virtual potential temperature (K), (b) U velocity (m s21), (c) V velocity (m s21), (d) specific humidity
g kg21 with vectors of (u, w 3 100), (m s21) overlain.

There is some evidence from in situ observations that
the model relationships of the surface pressure and the
near-surface air temperature to the SST are realistic.
Cronin et al. (2003) studied a 21-month series of near-
surface pressure, SST, and air temperature measure-
ments from the Tropical Atmosphere Ocean (TAO) array
at (1108W, 28S, 08N, 28N). They found transfer coeffi-

cients of 0.16 mb K21 (comparable with the model val-
ues discussed earlier) and noted that the pressure anom-
alies led the SST anomalies by up to 4 days (i.e., low
pressure occurred 4 days before high SST). Further,
pressure and air temperature anomalies were more in
phase than pressure and SST. These observations are
reasonably consistent with the model simulations.
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FIG. 5. (Continued )

b. Vertical structure

Vertical structures of the TIW regression coefficients
in a latitudinal plane at 28N are shown in Fig. 5 (left)
together with representative model profiles over warm
SST and cold SST (Fig. 5, right). The warm and cold
profiles were obtained by taking the time mean profile
at 28N, 1208W, and adding on the regressed profile at a
position of large positive SST regression at 28N (1218W:
SST regression 5 0.73) and at the position of large

negative SST regression at 28N (1158W: SST regression
5 20.72), respectively.

The virtual potential temperature (uy ) perturbations
(Fig. 5a) are confined mainly to the boundary layer and
correspond to sensible heating from the warming/cool-
ing of SST (compare with the surface distribution of
SST regression at 28N, Fig. 5a) but with a weak reversal
of sign (uy perturbation magnitude less than 0.1) above
s 5 0.88. The corresponding plot for virtual air tem-
perature (Ty , not shown) shows that the reversal of sign
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reaches a magnitude of just over 0.1. The corresponding
warm and cold profiles of uy show over warm SST a
mixed, slightly unstable layer exists to around 400 m,
compared to a 200-m mixed layer over cold SST. The
PBL is slightly more stably stratified in the cold SST
case.

As discussed earlier the rate of change of hydrostatic
pressure with height is inversely related to Ty and so it
should be noted that anomalies of pressure will reverse
sign below s 5 0.88. This sets up a thermally direct
circulation cell affecting the wind velocities and water
vapor. The consequences of this are discussed in the
following.

The vertical structure of the regression coefficients of
U can be seen in Fig. 5b. A negative surface coefficient
of U lies over and to the east of warm SST. Above s
5 0.95 (about 500-m height) this anomaly changes sign.
As seen in the profiles in Fig. 5b this leads to an increase
of easterly wind at the surface, and a decrease in the
easterly flow above 500 m (at around 300–500 m there
is a maximum of easterly flow in the model results),
above the warm SST. Over cold SST this effect is re-
versed: the easterly wind at the surface is reduced, and
stronger easterly flow is at higher levels between 500
and 1000 m (Fig. 5b).

Anomaly dipoles also exist in the V velocity regres-
sions (Fig. 5c). To the west (up to 908 phase shift) of
the warm SST and uy , positive V regression coefficients
at the surface indicate an enhancement of the south-
easterly trades there, while above 500 m the flow is
weakened. Over the cold SST the reverse occurs. Some
indication of this effect is seen in the profiles of Fig.
5c. (As the V regression anomalies are phase-shifted
relative to SST anomalies the compositing fails to cap-
ture the maximum contrast.)

Water vapor regression coefficients are nearly in
phase with the SST and uy , anomalies (Fig. 5d), but
show a westward tilt with height that contributes to the
vertically integrated quantity being shifted in phase
westward of the SST. The largest water vapor anomalies
lie between 500 and 1500 m, (s 5 0.95–0.85) with local
maxima at the top and bottom of this vertical range.

The convergence and pressure fields shown in Fig.
4b set up a thermally direct circulation cell. The anom-
alous circulation in the vertical plane at 28N is also
indicated in Fig. 5d (left), with the vertical component
of the velocity1 increased 100-fold (so that the vectors
are appropriate for the aspect ratio of the plot). Circu-
lation cells can be seen with ascent over surface con-
vergence coinciding with high water vapor (WV) anom-
alies, and descent over surface divergence where the
low WV are located. There is a return flow aloft at
around s 5 0.9. Vertical velocity extrema are centered

1 Vertical velocity w has been derived from the sigma coordinate
velocity v 5 dp/dt by the approximate relationship for synoptic scales
derived from hydrostatic balance (Holton 1992, section 3.5), v 5
2rgw.

on s 5 0.94 and located slightly to the west (down-
stream) of SST extrema. Peak vertical velocities are
around 1 and 20.012 m s21 K21.

From Fig. 5d it can be seen that the water vapor
anomalies extend higher than the circulation cell. It is
possible that this is due to mixing within clouds (cloud
liquid water is also high at these levels, not shown here)
of water vapor entrained from the lowest 1 km. Another
possibility is that high cloud liquid water values to the
north (i.e., toward the ITCZ) have been transported
southward by the anomalous meridional velocity (V is
negative over the high water vapor anomalies, compare
Figs. 5c, 5d).

In order to help discern the relationship of the TIW
perturbations to turbulent effects, the regression coef-
ficients and composite profiles of vertical mixing co-
efficient Km are shown in Fig. 6. Over warm SST there
is an increase in Km of 4 m2 s21 K21, and corresponding
negative perturbations of 24 m2 s21 K21 occur over
cold SST. The composite profiles of Km show how the
maximum mixing coefficient changes from 7 to 14 m2

s21 between cold and warm SST.
There are two main reasons for the large differences

in mixing coefficient between warm and cold SST. First,
at the surface the turbulent kinetic energy (TKE) is pro-
portional to the square of the wind friction velocity (De-
tering and Etling 1985), which increases in warm SST
and decreases in cold SST. The high TKE at the surface
then influence the interior values through the vertical
transport of TKE by turbulent eddies. Second, TKE is
also influenced by the background source terms. Anal-
ysis of the source terms for the TKE equation showed
that the stability term is dominant in the region of s 5
0.94–1.0, so that TKE is high over warm water and
weaker stratification, and low over the cold water and
stable stratification. Between s 5 0.88–0.94 the stability
and shear source terms have roughly similar magnitude
but opposite sign, and hence the effect on TKE there is
smaller. Consequently the TKE anomalies have the larg-
est magnitude between s 5 0.94–1.0, and as the dis-
sipation rate decays roughly exponentially away from
the surface (Detering and Etling 1985), the mixing co-
efficient is largest toward the lower end of those sigma
values, at around s 5 0.96 (Fig. 6).

4. Turbulent fluxes and the momentum budget

To understand how the vertical mixing processes in
the model affect the profiles of momentum and virtual
potential temperature, it is important to examine the
distribution of turbulent fluxes in the horizontal and
vertical, and then to relate this to the other terms in the
budget equations, as described next.

a. Turbulent fluxes

The turbulent fluxes within the PBL are represented
as follows, in Cartesian coordinates:
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FIG. 6. As in Fig. 5, but for vertical mixing coefficient Km (line contours, m2 s21).

]u
UF 5 ru9w9 5 2rKm ]z

]y
VF 5 ry9w9 5 2rKm ]z

]q
LF 5 rL q9w9 5 2rL Ky y h ]z

]u
SF 5 Prc u9w9 5 2Prc Kp p h ]z

]T
5 2rc K 1 G . (1)p h1 2]z

These are the fluxes of UF: u momentum, VF: y mo-
mentum, LF: latent heat, and SF: sensible heat. The
convention here is that positive heat flux denotes heat
given from the ocean to the atmosphere. Here, cp is the
specific heat capacity of air at constant pressure, u is
the potential temperature, P 5 (p/ps) is the factorR/cp

relating u to T, R is the ideal gas constant, Ly is the
latent heat of vaporization, Km is the vertical mixing
coefficient of momentum, KH is the diffusion coefficient
for heat and moisture, and G is the dry adiabatic lapse
rate in the atmosphere. Note that the flux terms are
derived from the unfiltered background fields of u, y,
q, T, Km, and KH and hence include the effects of back-
ground shear. Then the analysis of section 2c is applied
to the flux fields to obtain filtered and regressed quan-
tities.

At the ocean surface the corresponding fluxes quan-
tities UF | surf , VF | surf , LF | surf , and SF | surf are found from
the bulk aerodynamic formulas [(A1), (A2)] and sub-

jected to the same filtering and regression. The distri-
bution of the regression coefficients of the surface quan-
tities SF | surf and LF | surf (Figs. 7a,b) shows that the fluxes
follow a similar pattern to that of the SST regression
(overlaid in Fig. 7 as thick contour lines at 60.5 K).
The sensible and latent heat flux regressions peaks are
almost collocated at this surface level. The latent heat
flux reaches larger magnitudes of up to 35 W m22 K21

(Fig. 7b) in contrast to the sensible heat fluxes of up to
6 W m22 K21 (Fig. 7a).

These patterns are comparable to observations of
fluxes presented in Thum et al. (2002). They found sen-
sible heat perturbations of about 4 W m22 K21 and latent
heat perturbations of around 33 W m22 K21 at 28N,
derived from two TIW seasons. (These values were in-
ferred from their Fig. 8, which shows sensible heat
changing by 6 W m22 over SST change of 1.5 K, and
latent heat by 50 W m22 over 1.5 K, at 28N.) Interest-
ingly, Thum et al. also found an eastward phase shift
of sensible heat with respect to SST, by about 458–908
of phase at 58N, and up to 458 at 28N. Latent heat was
also found to be phase-shifted at 58N, but not at 28N
(Thum et al. 2002). The present model results (Fig. 7a)
also show evidence of a small phase shift of sensible
heat eastward (by about 0.58 longitude, ;188 of phase)
at 28N. The eastward phase shift may be due to the fact
that the air temperature maximum is north and west of
the SST maximum (Fig. 4a) so that the maximum in Ts

2 Ta is actually shifted to the south and east of the SST
maximum.

Superimposed on the sensible heat flux in Figs. 7a,b
are vectors of the turbulent momentum flux (UF, VF)
at the lowest model level. Over the high positive heat
fluxes there is northwesterly momentum flux. Over the
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FIG. 7. Regression coefficients of turbulent flux quantities. For reference the SST regression
contours of 10.5, 20.5 are shown as thick black contours. (a), (c) Sensible heat flux SF (line
contour, W m22 K21), and vectors of momentum flux (UF, VF) m2 s22 K21. (b), (d) Latent heat
flux LF (line contours, W m22 K21), and vectors of momentum flux (UF, VF) m2 s22 K21. (a),
(b) At the surface, (c), (d) at s 5 0.929 (;700 m height).

negative heat fluxes the turbulent momentum vectors
are southeasterly.

Higher in the PBL (s 5 0.929 ; 700 m height) the
sensible heat flux changes sign and the SF minimum is

now west and slightly north of the SST maximum (Fig.
7c). The latent heat flux extrema have shifted slightly
northward by about a degree of latitude and have re-
duced in magnitude (Fig. 7d). The vectors of turbulent
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momentum flux have reversed direction (Figs. 7c,d)
from what was seen at the lower level (Figs. 7a,b). The
consequences of this are discussed in the following.

Vertical sections of the turbulent flux regressions (not
shown) confirm a smoothly changing dipole structure
in the vertical of SF, UF, and VF, with extrema at the
surface and at around s 5 0.93 and nodes around s 5
0.97. The latent heat flux reduces with height but re-
mains positive. The flux perturbations are confined to
below s 5 0.9, confirming the height of the PBL to be
around 1000 m.

The surface and vertical distribution of the turbulent
fluxes has an important effect on the resolved model
variables. The mechanism of these effects is discussed
next.

b. The momentum budget

The effect of the turbulent fluxes on the horizontal
velocity can be determined from a detailed examination
of the momentum budget. The different terms of the
momentum equation were output every 6 h and then
subjected to the same filtering and regression as per-
formed on the prognostic variables. The momentum
equation in Cartesian and vector form for u 5 (u, y)
may be written

]u ]u 1
5 2u · ¹u 2 w 2 f k 3 u 2 =p

]t ]z r 0

I II III IV V

]
21 A ¹ u 2 w9u9, (2)H ]z

VI VII

where k is a unit vertical vector, r0 a representative den-
sity, f is the Coriolis parameter, and 3 denotes the cross
product. Respectively, = and ¹2 are the gradient and
Laplacian operators. Here, term I represents local ten-
dency, term II is the horizontal advection, term III the
vertical advection, term IV the Coriolis force, term V is
the pressure gradient, term VI is horizontal mixing [where
AH is the grid-dependent mixing coefficient described in
Wang et al. (2003)], and term VII is vertical mixing,
which has contributions from boundary layer turbulence
and cumulus mixing (Tiedke 1989). Analysis of the bud-
get terms showed that the pressure gradient, vertical mix-
ing, and horizontal advection terms dominated the bud-
get, as shown in Table 1.

In Fig. 8 the dominant terms of the momentum budget
are shown as vectors comprising the u terms and the y
terms, at the lowest model level. The pressure gradient
term (Fig. 8a) shows the response of the wind to the
surface pressure regression showed in Fig. 4b. In con-
trast the vertical mixing term (Fig. 8b) is directed rough-
ly opposite to that of the pressure gradient and hence
appears to act as a drag on the pressure-driven flow.
This is consistent with the momentum flux vectors pre-
sented in Fig. 7 because the vertical mixing term is equal

to minus the vertical derivative of the momentum flux,
from (2), and the momentum flux becomes more south-
easterly with height over warm SST (and more north-
westerly with height over cold SST). The horizontal
advection (Fig. 8c) is somewhat weaker, but tends to
strengthen the trade winds to the north and west of warm
SST, and weakens them to the south and east.

Since the pressure and vertical mixing terms are al-
most equal and opposite at the lowest level, the hori-
zontal advection is important in determining the total
tendency. For the U momentum balance, Fig. 8d shows
that at 28N, to the west (east) of the warm SST at 1208W,
the combination of pressure gradient and vertical mix-
ing, shown as open circles, is forcing weak eastward
(westward) acceleration; however, the total tendency
with advection included, shown as filled symbols, in-
dicates a westward (eastward) acceleration. For the V
momentum balance (Fig. 8e), the combination of pres-
sure and vertical mixing is a weak southward (north-
ward) tendency to the west (east) of the warm SST at
1208W; however, the additional effect of horizontal ad-
vection here acts to force a total tendency, which is
northward (southward) to the west (east) of 121.58W.
Noting that the TIWs propagate to the west with time,
so that positions just west (east) of the warm SST at
1208W are warming (cooling), it can be seen that the
total tendencies in (Figs. 8d,e) are consistent with the
observations of northwestward flow over warm SST and
southeastward flow over cold SST.

Vertical sections of the dominant u and y momentum
budget terms at 28N are presented in Fig. 9. In the u
momentum budget the pressure gradient (Fig. 9a) and
vertical mixing (Fig. 9c) tend to change sign with height.
This may have been expected from the discussion earlier
on the vertical variation of the flux terms and the sec-
ondary circulation. From the surface to around s 5 0.95
these two terms are almost equal and opposite, and the
horizontal advection has smaller magnitude (Fig. 9e).
Between s 5 0.95 and s 5 0.9 the horizontal advection
becomes comparable in magnitude to the other two
terms. Above s 5 0.9 the vertical mixing and pressure
gradient show the same sign of tendency and are bal-
anced by the horizontal advection. (It is likely that cloud
mixing effects are also important in this region.)

In the y momentum budget the balance near the sur-
face is similar to that of the u momentum. However,
above s 5 0.95 the pressure gradient term is weak (Fig.
9b) and the primary balance appears to be between ver-
tical mixing (Fig. 9d) and horizontal advection (Fig. 9f).

5. Discussion and conclusions

This paper has sought to elucidate the processes lead-
ing to a PBL response to oceanic TIWs using a regional
climate model. The main processes examined were the
vertical mixing, horizontal advection, and the pertur-
bation pressure gradient induced by the SST changes.

Previous studies have used the relative phasing of
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FIG. 8. (a)–(c) Terms in the budget equation for momentum, at bottom model level, regressed onto SST. The terms are
shown as vectors, while the regression coefficient of SST is overlaid as contours for reference. Units are m s22 K21. Surface
distributions of (a) pressure gradient, (b) vertical mixing, (c) horizontal advection. (d), (e) Longitude section at 28N showing
combined terms in the (d) U momentum budget and (e) V momentum budget. The combined effects of pressure gradient
and vertical mixing (line with open circles) and the total tendency (dashed line with filled symbols) are shown.

SST and wind velocity to infer which of the two mech-
anisms is dominant (HMW; Hashizume et al. 2001), but
our modeling results indicate that this method may be
unreliable because of the thermal and moisture advec-
tion by the mean wind. In the present model, the pres-
sure driving is dominant, but the wind speed and SST
are still roughly in phase.

Vertical mixing is still important in driving the latent
and sensible heat fluxes, which are higher over warm
SST than over cold SST. The increased fluxes over warm

SST are due to reduced static stability and stronger
winds. The heat or buoyant fluxes change the atmo-
spheric stratification throughout the PBL, leading to a
deeper mixed layer over warm water and a more stable
atmosphere over cold SST, as predicted by HMW. The
mixed layer is only a few hundred meters deep, in con-
trast to the 2 or 3 km quoted by LN. The heat fluxes
and consequent changes in atmospheric air temperature
and water vapor give rise to perturbation pressure cen-
ters and thermally direct circulation cells. The impor-
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FIG. 8. (Continued )

TABLE 1. Standard deviations of the regression of the momentum tendency terms onto SST at 1208W, 28N. The standard deviations for
the lower PBL (chosen here as up to s 5 0.98) and for the upper PBL (from s 5 0.964 to s 5 0.892) were computed for a section at
28N, 1108–1308W. The different terms are defined in the text (section 4b).

U momentum
Terms in 1026 m s22 I II III IV V VI VII
Lower PBL
Upper PBL

5.4
6.9

8.1
7.7

1.1
4.3

1.2
1.1

18.7
7.1

1.1
1.3

19.1
5.7

V momentum
Terms in 1026 m s22 I II III IV V VI VII
Lower PBL
Upper PBL

3.8
3.6

8.7
8.4

1.5
3.2

1.2
1.1

17.1
9.4

1.0
1.5

18.5
7.0

tance of advection by the mean flow in our model means
that the pressure anomalies are located downstream of
the SST anomalies, in contrast to the collocation as-
sumed by LN. The pressure gradient in the current
model then drives the stronger winds over warm SST,
weaker winds over cold SST, which acts as a feedback

onto the surface stress field and thus modulates the
mixing. As HMW predicted, there is a reduction in
wind shear over the warm water (lowest 500 m in Fig.
5b) but this appears to be a consequence of the cir-
culation cell and pressure gradient driving rather than
the vertical mixing.
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FIG. 9. Vertical cross sections at 28N of terms in the momentum budget equations, regressed and filtered. (a) For
U momentum, the pressure gradient term; (b) V momentum, the pressure gradient term. (c) For U momentum, the
vertical mixing term; (d) V momentum, the vertical mixing term. (e) For U momentum, the horizontal advection term;
(f ) V momentum, the horizontal advection term. Units are m s22 K21.

Analysis of the perturbation momentum budgets
showed that near the surface the pressure gradient force
and vertical mixing were the dominant terms, with a
weaker but significant contribution from horizontal ad-
vection. The vertical mixing acted as a drag on the pres-
sure-driven flow particularly in the lowest 500 m. High-
er in the PBL the forcing from the pressure gradient and
vertical mixing reversed in sign and became weaker,
and horizontal advection became more important.

Where possible, satellite observations have been com-
pared with the model simulations to allow an assessment
of the model performance. The model well simulates
the response of the 10-m neutral winds and the water
vapor field to the TIWs, particularly north of the cold
tongue. However the stronger dependence of wind per-
turbation on SST that was observed south of the equator
was not reproduced in the model. Reasons for this are
as yet unknown.
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The present model study suggests a possible mech-
anism by which PBL processes adjust the wind, tem-
perature, and water vapor fields in response to SST gra-
dients in TIWs, and the simulations are reasonably con-
sistent with observations from satellite and in situ data.
However some processes were not considered in the
present simulation that need to be addressed in future.
For instance, observations in Hashizume et al. (2002)
demonstrate the presence of much stronger trade wind
temperature inversions in the TIW region than are sim-
ulated in the model. They found that composite profiles
of observations over warm SST showed large inversion
heights (1400 m) relative to those over cold SST (1000
m). The effect of this change in inversion height on the
hydrostatic surface pressure was to counter the hydro-
static effect of near-surface atmospheric warming or
cooling, thus possibly modifying the pressure gradient
effect discussed in this paper.
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APPENDIX A

The Bulk Flux Representation

In the Reg–CM, aerodynamic bulk flux formulas are
used to estimate air–sea exchange within the constant
flux or surface layer. In this layer the surface sensible
heat SF | surf and latent heat LF | surf fluxes are given by
(Stull 1988):

SF | [ rc w9u9 5 2rc u*u* 5 2rc C U(T 2 T )surf p p p H s a

LF| [ rL w9q9 5 2rL u*q*surf y y

5 2rLc C U(q 2 q ), (A1)y H s a

where the convention here is that positive flux denotes
heat given from the ocean to the atmosphere. Here, u*
is the wind friction velocity and u* and q* are potential
temperature and moisture scales. It has been assumed
that the drag coefficient for heat and moisture have the
same value, CH. The values T and q are temperature
and specific humidity, and subscript a denotes in the
constant flux layer and subscript s just above the surface.
Quantities with overbars denote the turbulent correla-
tions, and other terms are defined in the main text. The
drag coefficients and scales of moisture and temperature
are computed using the Tropical Ocean Global Atmo-
sphere Coupled Ocean–Atmosphere Response Experi-

ment (TOGA COARE v2.6) algorithms detailed by Fair-
all et al. (1996).

The wind stress or momentum flux t 5 (tx, ty), is
written

2 2 2t [ r(u*) 5 rC U 5 rC UD DN 10

t [ 2ru9w9 5 rC uU 5 rC u U 5 2UF|x D DN 10 10 surf

t [ 2ry9w9 5 rC yU 5 rC y U 5 2VF| ,y D DN 10 10 surf

(A2)

where CD is the drag coefficient that depends on wind
speed U and static stability (Fairall et al. 1996), U10 is
the neutral equivalent wind at 10 m, and CDN is the
neutral drag coefficient at 10 m that depends only on
wind speed. The drag coefficient CD may be defined for
any height z, and it is related to CDN by the following
expression:

CDNC (z) 5 , (A3)D 2
1 z

1/21 1 C ln 2 cDN M5 1 2 6[ ]k 10

where k is the von Kármán constant, and cM is the
stability function that depends on the height, friction
velocity, and the static stability (Ts 2 Ta) (i.e., on z,
scaled by the Monin–Obukhov length) and is calculated
using the Fairall et al. (1996) algorithms.

APPENDIX B

The Direct Effect of Surface Stability on the Wind
Stress Fields

This appendix describes two simple surface layer ex-
periments, which were designed to determine the direct
influence of static stability on the TIW-related wind
stress or U10 variations. These experiments are per-
formed external to the model, but use the same surface
flux code as the model.

Changes in Ts 2 Ta due to TIWs alter the static sta-
bility of the near-surface layer and hence affect the
stress. However, changes in the background wind speed
U above the surface layer will also lead to changes in
stress, independent of changes in stability. These factors
are contained in (A2), noting that CD depends on both
wind speed and static stability.

Two experiments were conducted to test whether
changes in static stability or in the background wind
flow dominate the variations in wind stress associated
with TIWs. In experiment 1, U10 is calculated by as-
suming the background wind U(z 5 z0) at a particular
level at the top of the surface layer, z0, does not change,
but the static stability Ts 2 Ta does. The surface layer
algorithms of Fairall et al. (1996) are applied to compute
the drag coefficient CD(z) at z 5 z0, and the wind stress
t. Then the neutral drag coefficient at 10 m, CDN, is
calculated from (A3), and hence U10 from (A2). In ex-
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FIG. B1. Effect of static stability on near-surface winds, at 28N,
1208W. Day 0 refers to 1 Sep 1999. (a) Solid line represents the
model-predicted air–sea temperature difference (air temperature at 10
m); dashed line represents SST. (b) Neutral equivalent 10-m wind
speed fluctuations. Solid line represents full model predictions. Dotted
line represents experiment 1 (see text). Dashed line represents ex-
periment 2 (see text). The data have been smoothed with a running
mean over 7 days. (a), (b) The solid lines in have been filtered by
removing a 128 running mean. The dashed and dotted lines have had
the time mean removed.

periment 2, the background wind at z 5 z0 is allowed
to change but Ts 2 Ta is kept constant. Again the surface
layer theory is applied between z 5 0 and z 5 z0 to
derive U10.

The experiments use model data from a representative
location along the TIW propagation path (28N, 1208W),
and at the lowest model level z0 5 zb (on average at
25-m height). In experiment 1, the mean wind speed is
U 5 7.8 m s21 and the time-varying Ts 2 Ta output
from the model is shown in Fig. B1a. Note that the
conditions are generally unstable except during times
of coldest SST in the TIWs. [The range of Ts 2 Ta (from
20.4 to 1.6 K) is similar to that observed by Anderson
(2001).] Experiment 2 used the time-varying model out-
put wind speed at z0 5 zb to represent U, and a time
mean value of Ts 2 Ta 5 0.7 K.

The results of the experiments are shown in Fig. B1b.
In experiment 1, the predicted variation of U10 is small
(dotted line in Fig. B1b) and has a standard deviation
of 0.14 m s21. For comparison, the actual model pre-
diction of U10 (which includes full model physics) has
standard deviation 0.52 (solid line in Fig. B1b). The
results from experiment 2 (dashed line in Fig. B1b)
show a greater fluctuation, with a standard deviation of
0.43, closer to the full model value.

These results suggest that the contribution of static
stability effects alone to U10 is quite small, and that the
circulation in the PBL above the surface layer, which
gives rise to the wind speed variations at z 5 z0, is more
important. It may be questioned whether the choice of

z0 5 zb 5 25 m is a good one for these computations,
as the surface layer may extend deeper into the PBL,
and the experiments were repeated for the next model
level, so that z0 5 78 m height. These results showed
a slightly larger standard deviation for experiment 1
(0.26) and little difference in experiment 2. It may still
be concluded that the major contributor for variations
in U10 (equivalently, in wind stress) is not primarily from
static stability but instead from perturbations of PBL
wind by factors that are discussed in sections 3 and 4.
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